
BASIC QUAL WINTER 2012

Instructions: Work any 10 problems and therefore at least 4 from Problems 1–6 and at least
4 from Problems 7–12. All problems are worth ten points. You need to indicate clearly us
which are the 10 problems you want us to grade. Full credit on one problem will be better
than partial credit on two problems.

Problem 1. Let Ω denote the set of all closed subsets of [0, 1] and let ρ : Ω × Ω → [0, 1] be
defined by

ρ(A,B) := max
{
sup
x∈A

inf
y∈B

|x− y|, sup
y∈B

inf
x∈A

|x− y|
}

Show that (Ω, ρ) is a metric space.

Problem 2. Recall that f : [a, b] → R is convex if for all x, y ∈ [a, b] and α ∈ [0, 1], f(αx +
(1 − α)y) ≤ αf(x) + (1 − α)f(y). Let fn : [a, b] → R be convex functions and suppose that
f(x) := limn→∞ fn(x) exists at all x ∈ [a, b] and is continuous on [a, b]. Prove that fn → f
uniformly.

Problem 3. Prove the Bolzano Weierstrass theorem in the following form: Each sequence
(an)n∈N of numbers an in the closed interval [0, 1] has a convergent subsequence.

Problem 4. For a sequence {an} of non-negative numbers, let sn :=
∑N

n=1 an and suppose that
sn tends to a number s ∈ R in Cesaro sense:

lim
n→∞

s1 + · · ·+ sn
n

= s.

Show that
∑∞

k=1 ak exists and equals s.

Problem 5. Prove that there is a unique continuous function y : [0, 1] → R solving the equation

y(x) = ex +
y(x2)

2
, x ∈ [0, 1]

Problem 6. Let γ be a smooth curve from (1, 0) to (1, 0) in R2 \ {(0, 0)} winding once around
the origin in the clockwise direction. Compute the integral

I(γ) :=

∫
γ

ydx− xdy
x2 + y2

.

1



2

Problem 7. Let F be the finite field of p elements, let V be a n-dimensional vector space over F ,
and let 0 ≤ k ≤ n. Compute the number of invertible linear maps V → V .
It is acceptable if your solution is a lengthy algebraic expression, as long as you explain why it is
correct.

Problem 8. Let A be a n×n complex matrix. Prove that there are two sequences of matrices {Bi}
and {Li}, such that Li are diagonal with distinct eigenvalues, and BiLiB

−1
i → A as i → ∞.

Here by convergence of matrices we mean convergence in all entries.

Problem 9. Let a1 = 1, a2 = 4, an+2 = 4an+1 − 3an for all n ≥ 1. Find a 2× 2 matrix A such
that

An ·
(
1
0

)
=

(
an+1

an

)
for all n ≥ 1. Compute the eigenvalues of A and use them to determine the limit

lim
n→∞

(an)
1/n.

Problem 10. Let A be a complex n × n matrix. State and prove under which conditions on A,
the following identity holds:

det(eA) = exp(trA).

Here the matrix exponentiation is defined via the Taylor series:

eA = 1 +A+A2/2! +A3/3! + . . .

You can assume known that this sum converges (entrywise) for all complex matrices A.

Problem 11. (a) Find a polynomial P (x) of degree 2, such that P (A) = 0, for

A =

(
1 3
4 2

)
(b) Prove that such P (x) is unique, up to multiplication by a constant.

Problem 12. Recall that the quadratic forms Q1(x, y) and Q2(x
′, y′) are said to be equivalent

if they are related by a non-singular change of coordinates (x, y) 7→ (x′, y′). Decide whether
Q1 = xy and Q2 = x2 + y2 are equivalent over C and whether they are equivalent over R. If
not, give a proof. If yes, find the matrix for change of coordinates.


